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Abstract

Beauty cultural activities, such as hairstyles and makeup, require the knowledge of face shape of a
person which, is not always accurate or efficient and requires the expert knowledge. In this paper, we
present a computer aided system based on image processing and machine learning to identify face
shape automatically without having to seek an expert.

The system gets face images as input and then sends them to a pre-trained neural network model. The
network handles the classification tasks and produces the predictions according to the face shape and
gives results for the best matching categories. The network, designed using convolutional neural
network model and a dataset was prepared after pre-processing Google image search results. The
prototype system managed to perform at 98.5 % accuracy level on classifying the shapes of seven
basic face shapes. The experimental results indicate that the proposed approach is a valuable
approach, which can sigpificantly support an accurate detection of face shapes with a little
computational effort.

Introduction ' classification has been proposed’. A linear Support
Diamond, triangle, inverted triangle, oval, ublong, Vector Machine (SVM) is used for the local feature
square and round face shapes are commonly classification using one-versus-all SVM clagsifiers
referred to as basic face shapes because most of for multiclass classification®. An  Active
people have ong of them and hairstyles, makeup Appearance Model to extract facial features, which
and eyeglasses are based on them. For instance, a includes face geometry information in the form of
person with round shape should wear eye glagses to shape  parameters using an  SVM-based
make the face look thin and long. In addition, a classification method to classify the main face
person seeking for haircut needs to know the shape shapes; melon seed (triangle), round and square has
of his face, Sometimes, the process of manual also been proposed’. A back-propagation Neural
identification of the face shape itself is a stressful Net approach to classify iregular shapes by their
and time wasting task. Identification of face shape brightness and convex hulls with Ten fold cross-
is not always accurate and requires expertise’, validations being used to verify the effectiveness of
The purpose of this research is to design and the established approach has been reported’. An
develop & neural network to identify a person’s approach that is based on the shape and work to
face shape using facial images and display the recognition in various circumstances, variable
resuits on the sorecn. The system also produces lighting conditions for the affine transformation has
alerts whenever it detects an unusual shape. This been described A feed-forward network with back
system.’{s most suitable for identifying the face propagation error and a self-organizing map is used
shape at opticians, beanty salons and even at home. 10 deal with interpretation of objects in the image’.

Many researchers have carried out researches to An automatic analysis of facial appearance based
identify various shapes using computer based problems with machine learning techniques based
techniques. Digital images are being used in them on Convolutional Neural Network (CNN) has been
for object recognition, gender classification and introduced®. CNNs can overcome the problem of
facial expression detection. Recemt researches featuro alignment and its strong performancg in
indicate that the machine learning techniques can difficult test images is experimentally
be used as a classifier of images. demonstrated. A system that uses a hierarchical
An integrated approach to extract features in procedure in which it first locates roughly the eyes,
images from both locally and globally, using nose and mouth and then refines the result by the
Histogram of Oriented Gradient for face detection of 10 different facial feature points was
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user to input a facial photograph and provides best
" predictions for the face shape.
" Gopgle fmage search results as the main fmage

. sourcs for the system. Images were searched based
. on esehvifmdamental face shape, Human. frontal,

« straight, full face images were chosen. Images are
: A ! rate .. . cropped to isolate fices, and then hair, ears, neck
: than mnvcntmnal face recﬂgmtxon log:cs “ and background are removed from images. Each
F’urthgnmmalarge, dc:epCNN hasbeen fonned to image was resized to 256 x 256 pixels without
‘ : dnstomons and the background color set as white.
- Those fmages were in ,jpg format.

-~ Data augmentations were done by obtaining edge
dm&m& images ‘in greyscale. Additionally we
“Ripped euch fmape horizontally, rotated 5°, 10°, 15°
" clockwise, rotated 5% 10°, 15° counter clockwise,
- shrinked the shape into 180 and 220 pixels using
.- Photeshop. All the images were labefied by human
‘ ¢ n meth « lnbellers, The face dataset consists of 4200 frontal
- cailed ! dmpout" whmh has bem w.-ry aﬂ’amve : face images and divided into 3150 (75%) images as
.ﬂ‘, “Our system facxhtates thg automauc classxﬁczmon the training set, 420 (10%) as the testing set and
- : ‘ 630 (15%) as the validation dataset.
" Our development environment consists of a PC
© 7 having 4GB NVIDIA GPU. We developed our
_ - gystem in Ubuntu 14.04 operating systém. In our
“pigthod, we designed multi layer perceptron and
2 potvelotional - neural network to identify the best
~omodels: - Networks  were-  trained  in  the

DIGITS software which is built on Caffe’.

The architecture .for the Multi Layer Perceptron
(MLP) was chosen with three fully connected
"hidden layers. Each layer has rectified linear units
“"with (1048-256-7). Softmax function was used as
the activation function in the output layer with 7
o tetironls. Network was trained wsing the stochastic
< gradient descent (SGD) algorithm with batch size
© s rpf 16 The momentum with value of 0.9 was used
+ v pg-the learning rule of the training algorithm. The

Th}: ’xmam a;;qmsmou coumts of coliwun@' o Jeapning rate was set to 0.0001 with step down after
5 smtable facial images and preprocessing includes.. - each 10 epochs and 0.6 step size. Network trained
;t‘~5resizing, cropping, etc. The application-allows the. for 50 epochs.

§o = Rig‘.m‘merﬁawof‘thesymm
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Model v Validation aceuracy Epochs Training time
| Convolutional NN 98.5% 500 1 hour, 3 minutes
MLP 58.3% 50 14 mins, 46 seconds

architectures were considered in advance. Each
system was trained, validated a;nd tested. To select
the best model, the accuracy uf validation dataset

was compared, The results indicate that the
convolutional neural network is more useful in
iflentification shapes than multitayer perceptron.

:!

i

Table 1: Results of the study
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Fig. 3: The graph of valitiiation accuracy vs. training and validaion loss, MLP (top), CNN (Bottom)
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Fig. 4: Graph of Leaming rate vs epoch for each network, MLP(Top), CNN(Bottom)
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' .'The implpmented system can identify face shape '

with- good accuracy rate. However thete are some
porential | bnhancemems This system only teained

T owith 315(} faces of ages of 2040 which conform .

... foore to aicertain shape. Training with age different
™. images - #ay- enhance the scope of the system.
" Training ;with larger images can improve the
generalizgtion of the system. Efficiency of the
.raining df the sysiem can be increased by using
-, hetter computer resources such as multi GPUs.
- Applicatidns can be implemented using this system
to includé eyeglasses, bair styles, haircuts etc.

lmpmvm% the GUI of the system can improve its

ussbility. Jt can be further expanded into web based
or mobile 'frien_dly applications.
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