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Most numerical methods that are being used to solve systems of nonlinear equations require the differentiability 
of the functions and acceptable initial guesses. However, some optimization techniques have overcome these 
problems, but they are unable to provide more than one root approximation simultaneously. In this paper, we 
present a modified firefly algorithm treating the problem as an optimization problem, which is capable of giving 
multiple root approximations simultaneously within a reasonable state space. The new method does not concern 
initial guesses, differentiability and even the continuity of the functions. Results obtained are encouraging, 
giving sufficient evidence that the algorithm works well. We further illustrate the viability of our method using 
benchmark systems found in the literature.
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objective optimization problem depending on the circumstance. These 
optimization techniques are simpler than numerical approaches as die 
derivative information is not used and hence large matrices are not 
present. However they are not so successful in solving the problem com­
pletely.

In diis paper we present an optimization algorithm to solve a given 
system of nonlinear equations using the firefly algorithm (FA) 111!]. 
The original FA has been modified to accomplish the purpose by find­
ing all known root approximations simultaneously within a given stale 
space. Yang has implemented the original FA to find a single global 
optimum |KlJ. Since a system of nonlinear equations normally have 
multiple roots, it possesses more than one global optimum. Because 
of that we have modified the original FA to produce multiple optimal 
solutions.

The remainder of this paper is structured as follows. Section two is 
dedicated for the related work. Section three describes the preliminar­
ies with respect to the systems of nonlinear equations and the basic 
firefly algorithm. Modified FA (MODFA) and how it can be applied 
to solve systems of nonlinear equations are explained in section four. 
Section five presents numerical examples used and section six presents 
the results obtained by the new algorithm. Finally, section seven con­
cludes and points out future directions possible.

1. Introduction

One of the most explored problems in applied mathematics, engi­
neering and sciences is finding multiple solutions of a set of non­
linear equations J. For an example, the book titled “Nonlinear 
Optimization with Engineering applications" [ ’■] reveals a compre­
hensive study of problems in Science and Engineering such as data 
fining, vehicle route planning, scheduling and resource allocating 
where the involvement of nonlinear systems is high. When a sys­
tem is linear, solutions can be obtained easily. But nonlinear systems 
are not that easily solvable. Moreover, when the number of equa­
tions increases the difficulties are magnified. Despite its complexity, 
there is a number of approaches including numerical methods and 
optimization techniques used over the years to solve systems of non­
linear equations [ ■ ' J. Many famous techniques to solve nonlinear 
equations are based on the Newton’s method [7]. But the need of 
good initial guesses, continuity and the differentiability of the func­
tions limit the usability of those techniques. Optimization techniques 
such as Particle Swarm Optimization (PSO), Genetic Algorithms (GA), 
Harmony Search (IIS) and heuristics like continuous greedy random­
ized adaptive search procedures (CGRASP) were also used to solve 
systems of nonlinear equations [(>,&-! 1]. In such situations, the sys­
tems of nonlinear equations were treated as a single objective or multi
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2. Related work Ariyaralno el al. have used firefly .dgorilhm(FA) lo solve single van 
able nonlinear equations f |. The original FA was modified with an 
archive and a flag to determine all possible root approximations within 
a reasonable Interval. They have also used the self-tuning property 
introduced for the optimization algorithms to optimize the parameters 
of the FA while finding root approximations (I The accuracy of a 
root is set to be Hr\ The results revealed that the modified self tuning 
firefly algorithm works well in solving single variable nonlinear equa 
lions even for the complex roots.

Use of Multi population Parallel Competitive Algorithm (PICA) to 
solve systems of nonlinear equations is a recent study which also goes 
under evolutionary approaches [20]. They have presented the method 
as a solution lo the weaknesses in other evolutionary approaches such 
as large population sizes and slow convergence. The method 
be well formed acquiring higher accuracies than other methods. How­
ever they haven’t paid attention on simultaneous root approximations. 
The new method was

Numerical methods are the first and the most used methods in .... 
her days to solve nonlinear equations as well as systems. For single 
\ ai iahle nonlinear equations there are many numerical methods such as 
Newton's method, Secant method and Bisection method. These methods 
wo.k well when good initial guesses are provided and when the func­
tions are continuous and differentiable. When it is a system of nonlinear 
equations, some numerical methods can be used in vector form [ I 1,1 f>]. 
But the formation of large matrices and the need of the differentiability 
of the functions are still required. Hence, researches have been carried 
out to seek alternative methods.

A modified Newton’s method with a singular Jacobian is a study 
done by Jose L. Hucso et al. [16]. In order to get quadratic 
gence, the Newton s method requires a nonsingular Jacobian matrix. 
To overcome the difficulty of the use of nonsingular Jacobian, they 
have presented a variant where the Jacobian can be singular. The accu­
racy of the approximations are high which is 10~12. The variant is bel­
ter in terms ot complexity when compared with the classical Newton’s 
method, but still carry the requirement of the calculations such as the 
need of derivatives and continuity and proper initial gu

Complexities in numerical approaches geared the researchers 
toward the problem in a different way. In a number of researches, the 
problem is treated as an optimization problem. Nikos E. Mastorakis 
has done a study on solving non-linear equations via Genetic Algo­
rithms (GA) [ J The objective functions tested in the paper are min 
(/i +/22 + • • +/2) and min (\f}\ + \f2\ + ■ ■ + |/„|). Only a single
example is used to test the method which does not illustrate the quality 
of the approach sufficiently. But here the advantage of not considering 
the differentiability is present.

Crina Grosan and Ajith Abraham use a new approach to solve sys­
tems of nonlinear equations [6], The study has focused on treating the 
system of nonlinear equations as a multi-objective optimization prob­
lem where every equation represents an objective function whose goal 
is to minimize the difference between the right and the left terms of 
the corresponding equation in the system. Since it is multi-objective, 
to compare the solutions, the concept of Pareto dominance relationship 
has been used. GA is used as an evolutionary algorithm to solve the 
problem. The study has clearly defined the used parameters and tech­
niques. They have tested systems up to 20 variables. Their approach 
was capable of obtaining several solutions within a single run but the 
accuracy of a solution is around 10-1. The results have revealed that 
the proposed approach is able to deal with high dimensional nonlinear 
systems. Since the problem is handled as a multi-objective one, with 
the increase of the number of variables the complexity of the problem 
becomes high which in our case is not a problem.

Harmony search is another new optimization algorithm which has 
been used to solve systems of nonlinear equations. The harmony search 
combined with differential evolution, termed as a differential best har­
mony search was proposed in the study [10]. The results were shown 
with a set of lower dimensional problems. However to solve two vari­
able nonlinear systems, they have used a large number of function eval­
uations with a population size of 200 (approximately 30,000) when 
compared with other approaches.

Particle swarm optimization (PSO), an oldest of optimization algo­
rithms, is used in several studies to solve systems of nonlinear equa­
tions. Majid Jaberipour et al. in their study have used PSO in an efficient 
way [8]. The problem was converted into a single objective optimiza­
tion problem where the objective is to minimize the sum of squares of 
function values. To overcome the tendency of being trapped in local 
minima and slow convergence, the traditional PSO has been modified 
by updating each particle. Several benchmark problems were used to 
illustrate the idea. Comparisons with other algorithms conclude that 
the new modification works well to find solutions of a system yet no 
attention was paid to find multiple solutions of a system.

e.u-

conver- scems in

tested with systems having maximum of eight 
equations and eight unknowns. Less attention was paid to explain the 
proposed method and its parameters which make the reproduction of 
the algorithm a difficult task.

There are a few studies focusing on finding multiple root approx­
imations for systems of nonlinear equations. Locating Multiple Opti­
mal Solutions of Nonlinear Equation Systems Based on Multi-objective 
Optimization is a study where problem is treated as a multi-objective 
optimization problem [21], But here the conversion is different where 
multi-objective is achieved as a bi-objective situation which can divide 
into two parts. This transformation is combined with GA to provide the 
solution. The primary focus of this study is the transformation tech­
nique, and therefore less information are given on obtained results. 
However the indicators they have used show that the method is 
successful in providing all root approximations of a particular sysl 
within a single run.

Another study has used a variant of differential evolution to imple­
ment the same weighted bi-objective transformation technique for the 
same purpose of root approximation [/ >]. The solution seems to be 
working well but here also the number of function evaluations even for 
a system of two variables is very high (50,000) (in MODFA for a system 
of two variables maximum function evaluations were around 6000 (No 
of fireflies 30 and No of iterations 200)). The accuracy of the obtained 
roots are also not mentioned. The average percentage of the optimal 
solutions found over all the runs (PR) and the percentage of the 
cessful runs (SR) are not 100% for many instances giving evidence that 
the problem docs not perform well for all those instances. However the 
attempt lo find multiple solutions within a single run is admirable. This 
approach has been modified in a recent research work by combining the 
strengths of the repulsion technique, diversity preservation mechanism, 
and adaptive parameter control of the differential evolution

esses.

not so
em

SUC-

I
(RADF.)

[2.q. They have used repulsion technique lo find roots repulsing the 
regions surrounding the previously found roots. To explore the search 
space to find new roots, the diversity preservation mechanism has been 
adopted. Adaptive parameter control is used to enhance the perfor 
mance of the differential evolution. Although the algorithm 
be complex with combination of different techniques, they have 
cessfully implemented it for many nonlinear systems including 20 vari­
able problems. Function evaluations arc comparatively higher in num­
ber which is in between 50,000 and 500,000 even for 3 variable non 
linear systems (For MODFA it was around 10,000 (No of fireflies 50 
and No of iterations 200))). Compared lo that, MODFA is simple in the 
implementation and does not require that much of function evaluations 
to find solutions.

i
'

seems to
suc-

Use of repulsion technique to solve systems of nonlinear equations 
be seen in another research recently, where they propose a dynamic 

repulsion technique, to change the repulsive radius dynamically during 
the run [.2d]. The repulsive radius proposes promising search spaces to 
find new roots. Combined with evolutionary algorithms, these dynamic- 
repulsive radius’ allow the method lo find multiple root approximations

can

7.3

.
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within .1 single fun. Bom; a general fianicwurk, ihc ptuposed work 
a,,ow usc an> evolutions .v algorithm to solve systems of nonlinear 
equations, which is an advantage of the method. In the study, they 
li.wv tested the algor .dun with five KAs and three repulsion techniques. 
Kesults with tumlme.tr s>stems proved the effectiveness of the pro­
posed dynamic tepulsion method.

Apait Irom those, Artificial Bees Colony algorithm, Cukoo Search 
until, variants of GA and variants of Differential Evolution (UK) 

haw Been proposed in several other research papers as well l <,.’•■ '].
S»d\mg s\stems for multiple roots has also been addressed \/j.,j8|. 
Heuristics wete also proposed in some studies (! 1 ]. The following 
have still room for improvement.

• Sulv mg systems in higher dimensions.
• Solving systems for multiple roots.
• Solving systems without concerning initial guesses, differentiability 

and continuity.
• Obtaining solutions with higher accuracy.
• Obtaining multiple approximations simultaneously.

The present work is based on a popular meta-heuristic algorithm 
with few modifications. The study focuses on obtaining multiple roots of 
a nonlinear system without concerning initial guesses, differentiability 
and continuity. We have addressed problems with higher dimensions, 
but the accuracy has not been set to be at a higher level, since the 
objectives are to find multiple roots, simultaneously within a single run.

areas

Fig. 1. Surface plot and the contour plot for the nonlinear system 3.1 at z = 0.

The cross sectional view (contour at z = 0) and the surface plot of the 
two functions of Eq. (3.1) are shown in f ig. 1. For two dimensional 
nonlinear systems, contour plot at z = 0 gives a belter view to gel an 
idea about the location of roots within the specified state space.

This system has 2 roots as (1.9358, -2.6976] and 
(1.9416, 2.6 954] (approximations), within the specified region.

Here, we focus on the nonlinear systems having equal number of 
variables and equations which arc known as square systems. Under- 
determined (more variables than equations) and Overdetermined (more 
equations than variables) systems were not used to test the proposed 
MODFA.

3. Preliminaries

3 ] Nonlinear functions of several variables

Let IJ C and suppose / : — A is a real-valued function which
assigns a unique real number denoted by f(x]tx2,x3.......x„) to each
tXj .x-.x*.......x„) (E D. The set D is the domain of/and its range is the
set of values that /lakes on. That is,

{/(x,.x2.x{......x„) <E | (Xi.x^.Xj.......x„) € D).

We write z = flxlrx2.xs.......x„) to make explicit the value taken by
/.it <i general point (xj.x2.x;{.......x„). The variables (x,,x2,x;i,...,x„)
are independent and z is dependent

3.3. Firefly algorithm (FA)

Firefly is a winged beetle commonly known as the lightning bug due 
to the charming light it emits. The light is used to attract mates or preys. 
Biological studies reveal many interesting factors about fireflies’ life 
style [30]. Focusing on their flashing behavior, the FA was developed 
by Xin-She-Yang in 2009 [12]. The algorithm basically assumes the 
following.

• Fireflies’ attraction to each other is gender independent.
• Attractiveness is proportional to the brightness, for any two fire­

flies, the less bright one is attracted and moves toward the brighter 
one; the brightness decrease as the distance increases; If there is no 
brighter one than a particular firefly, it moves randomly.

• The brightness of a firefly is determined by the value of the problem 
specific objective function.

As many meta-heuristics, the initial population for the particular prob­
lem is generated randomly. In FA also, die parameter set should be 
specified properly. After these initial steps, the fireflies in the popula­
tion start moving towards brighter fireflies according to die following 
equation.

X) = X/ + P(Xj - X/) + u(rand - 0.5) 

where

P = Po‘-,,‘

I Icre Xj and Xj refer to two fireflies, fl is the attraction between two fire­
flies and <t is the parameter controlling the step size. fl0 is the attraction 
at r = 0, where r is the distance between two fireflies. The three terms 
in Eq. (3.21 represent die contribution from the current firefly, attrac­
tion between two fireflies and a randomization term respectively. The 
equation supports both exploitation and exploration, a plays an impor­
tant role in the randomization process, which is from Uniform or Gaus­
sian distribution. To control the randomness, after each iteration, Yang

3 7 A system of nonlinear equations

A system of nonlinear equations lias the form of

/l<*|.*2.......*«> = 0
f/X\,x2 X„) = o

/„(*!,
£(£1 = 0

where each f is a nonlinear function of n variables. Some of the equa­
tions can be linear, but not all of them. Finding a solution for a nonlin­
ear system of equations F(X) involves finding a solution such that every 
equation in the nonlinear system is 0, i.e. this system of n - nonlinear 
equations in n unknowns can alternatively be written as F(X) = 0 by 
defining a vector valued function F(X).

The solutions we are interested in are those points (if any) that are 
simultaneously zeros of/,, i = 1 
can have multiple solutions.

Consider the following system of two variables.

/i(x,,x2) : xj +x] -67 = 0

/>(X].x2) : xj - 3X]X^ + 35 = 0

x„) = 0

(3.2)
;

(3.3)

n. A system of nonlinear equations

(3.1)
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Fig. 2. Convergence of roots of the nonlinear system F08 over 15 runs of FA.

has used 6, the randomness reduction factor which reduces /r according 
to Eq. (3.41. 6

rt = rt.6 where <5 e [0,1]

root approximations within several runs as well. Therefore, as improve­
ments, several modifications included to advance the exploration 
properly of the algorithm. These modifications include an archive to 
collect root approximations and a flag to determine poor iterations to 
improve the exploration properly. When exploration is improved the 
algorithm is able to explore a vast search space allowing it to find many- 
root approximations. To illustrate the performance of the modification 
over the original FA, we have solved nonlinear systems using FA and 
MODFA. FA was executed for several runs and for the MODFA results

taken within a single run (500 iterations). show
the obtained results for the nonlinear system F08 from two algorithms.

As shown in Fig. 3, FA within 15 runs was able to give maximum 
of 6 roots approximations at a time. But over the 15

roots that have not been found in any run. If we run further we 
may find those root approximations as well, but it may be by chance 
and there is no guarantee. But MODFA

were
(3.4)

I A. as a well established performer in the world of meta-heuristics 
marked its remarkable capability of handling optimization problems. 
The applications of FA and its variants are diverse and up to now thou­
sands of researches have been carried out by using FA, covering many 
different areas. For example, FA has been applied in different areas such 
as clustering [31], image processing [32,33], forecasting [34,35] and 
many more. Different variants for the FA have also been proposed in 
discretizing FA appropriately [30,37], hybrid FA with other techniques 
[38-40], multi-objective FA algorithms [41-4 !] and

were

so on. Complete
reviews on firefly algorithm and its applications can be found in Refs.

]. Yang et al., in 2013 introduced a framework for self-tuning 
algorithms and it was originally implemented with the firefly algorithm 
successfully [10].

runs there are
some

was capable of giving all 13 
root approximations within a single run in the same circumstances (see 
* '"•So lhat h can be staled dial the modification appears to be well 
suited for the problem addressed here.4. Modified firefly algorithm to solve systems of nonlinear 

equations of several variables (MODFA) In our method, each firefly in the population represents a possible 
approximation to the roots of the nonlinear system within the prede­
fined state space.

Fircfly(i| = (root approximations!.
For an example, consider the Nonlinear system (.«. 11. A possible 

initial firefly would be.

The original firefly algorithm is slightly modified to suit the situa­
tions with multiple optimum solutions, since we are trying to find more 
than one root approximation of a given system of nonlinear equations 
simultaneously.

For the purpose of solving nonlinear systems, we have tried several 
other nature inspired algorithms as well. Since our objective is different 
from improving the accuracy of the roots, by experiments, FA is selected 
as the best available performer. As many optimization algorithms, fire­
fly algorithm also improves solutions by both exploitation and explo­
ration (see Eq. (3.2J), where for the problem addressed in this

Firefly[1] = [0.7942, -2.4148] within
3) X [-3,3] c m2. If the algorithm uses 10 fireflies, 

then each firefly carries a root approximation to the system at the 
beginning. The MODFA will then work as follows.

[-3.

• Each firefly s fitness is calculated using the objective function. 
Here the fitness is calculated considering the objective of the 
problem, which is finding roots. The objective function for the 
system is defined with the help of vector norm concept. For 

particular firefly, we evaluate the functions in the

paper
needs more exploration. The original FA has more exploration power 
compared with other natural algorithms so that when solving a partic­
ular nonlinear system using the original FA, it may provide several 
approximations within a single run, but is limited. Within several 
it may provide several more roots but it depends on the problem and 
the number of roots. There is a probability that one may not get many

root a system
using its root approximations. For an example if we evaluate the 
Nonlinear System (3.1) at [0.7942, -2.414 8] we get/, and

runs
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